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Abstract

We consider sums over the set of positive integers relevant to construction of
periodic Green’s functions for diffraction gratings and similar problems, and
provide a general formula for a combination of Bessel functions of complex
order and complex powers of distance from the origin. This general formula
is investigated in a number of particular cases, and in particular we provide
expressions which enable sums of functions with Neumann series to be re-
expressed as combinations of hypergeometric series. We also investigate sums
of Neumann functions of integer order, using analytic continuation techniques
to provide formulae for their evaluation which we demonstrate are accurate
and efficient in both the high and low frequency regions. We also exhibit sums
which may be evaluated analytically, and recurrence formulae linking sums.

PACS numbers: 02.30.Gp, 02.30.Lt, 05.50.+q

1. Introduction

We consider here the use of the Poisson summation formula combined with an analytic
continuation to give accurate and numerically efficient expressions for a wide class of
sums over summands which combine Bessel functions, logarithms and powers of a positive
integer. These sums arise in expressions for Green’s functions for electrostatics, elastostatics,
electromagnetism and elastodynamics [1], in the case where there is an infinite set of cylinders
arranged periodically along a line to form a grating. Their accurate evaluation is required
to permit multipole methods to be used to find transport properties and evaluate scattering
properties of such gratings [1, 2].

There are extensive tabulations of sums of series of functions which contain Bessel
functions, powers and other elementary functions [3], but there are gaps which relate to
problems of physical importance. For example, there are well-established results for sums
over the positive integers of Bessel functions J,, of argument an integer times a real scale factor
and integral order m, but there are no formulae of equal simplicity for the corresponding sums
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of Neumann functions Y,,. However, both types of sums are found in cylindrical-harmonic
expansions of Green’s functions for the Helmholtz equation. Consequently, a number of
authors have presented different techniques for evaluating these sums, with varying degrees of
computational efficiency, algebraic complexity and region of applicability [4, 5]. In a recent
work [6], we have shown how the use of the Poisson summation formula enables a Schlomilch
series over the square array to be re-expressed as a hypergeometric series, and how this leads
to a general method for evaluating double sums combining Bessel functions J,,, Y,,, powers of
distance and possibly logarithms of distance, with in some cases closed form expressions being
derived. Here we will perform a similar analysis for the case of one-dimensional sums, which
have in some ways generated more algebraically-difficult summation formulae than the double
sums, as the cited references indicate. We stress that the sums we deal with are often slowly or
conditionally convergent, so that direct summation of them is generally impracticable, except
as a means of verifying general formulae in particular cases. The basic technique for dealing
with this is an analytic continuation, which we will see to be effective in a wide range of cases.

We commence by studying a Schldémilch series of general form over the positive integers,
which we treat using the Poisson summation formula, and express as a series of hypergeometric
type, in which the sums over the positive integers have been evaluated analytically. We illustrate
particular cases where the Schlomilch series can be summed analytically, as well as giving
integral and differential recurrence relations for them.

We next consider single sums over Neumann functions, Y,,, where a partial derivative
of the Schlomilch series is required. We obtain highly accurate and efficient expressions for
the sums of Y and more generally Y, for m integral over the positive integers. The initial
expressions we derive are useful only for low frequencies. However, we show that they may be
analytically continued into the high-frequency region, and we demonstrate that the resulting
expressions can be accurately and quickly evaluated even for normalized frequencies of several
thousand. We comment also on the connection between sums of J,, and Y, functions, where
the relationship differs in an interesting fashion for single and double sums. In the appendix,
we discuss briefly the connection between these grating sums and the density of states function.

2. Analytic expressions for a general class of grating sums

We consider a sum over the positive integers /& of quite general form combining the Bessel
function J and a power of h:

[ee]

JiQRmh
Grn®) = % )
h=1

where the indices A and u are integer, real or complex numbers. The parameter £ is taken to
be real and positive. We assume initially that Re(1) > Re(v), so that 4~ = 0 can be included
in G without changing its value (although this assumption will be dispensed with later) and
we may write (1) in the form

1 i S 2 |h|§)

Gio(®) = 3 X ety @)
From the Poisson summation formula,
Grv(€) = L Z/OO Ja8) cos(pk) dk. 3)
,V 27[ ~ O K'U

We evaluate the integral for p # 0 using a result from Prudnikov et al [3]:
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® Jy(ax) cos(bx) __F(1+A—v) at o i [T,
fo XV & =10 (2) b1 Sm[z(A ”)] “)
Fllasa Losaviren s 5
X210 E( + _U)vi( + _V), + vﬁ ()

valid provided that a > 0, a?>/b> < 1,Re(v) < 1 +Re(}A). The integral we require for p = 0
is

/“ Ji. (k&) dc — EIT(A—v+1)/2)
o KV T2 T((h+v+1))2)°

valid for Re(v) > —1/2,& > 0,Re(v) < 1+ Re(X). Consequently,

v—1 A
g}\’v@)z%{<§) F((A—v+1)/2)_4f’(1+k—v) (é_‘)
v/ 2 r(r+v+1)/2) C{a+x) 2

— 1 _rx 1 1 I &
xzmsm[z(k—v)] Fi| 43 =0, 5@ A= L s |
p=1

(6)

)

We complete this derivation using the series expansion for the hypergeometric function,
and replacing the sums over inverse powers of p by the appropriate Riemann zeta function.
The result is

1 (" T —v+ 1)/2)
G0 &) = oo (E) T((a+v+1)/2)

1 C(l+x—v) E\* . n
_ <—> sm[—()\—v)]
AT +A—v)/2T(Q2+xr—v)/2) \2 2
X T((A—v+1+2n)/2)T((A —v+2+2n)/2))

_ 2n
ano C(l+Ax+n)(1+n) C@n+1+ 1 —v)E™,

®)

Note that the hypergeometric series on the right-hand side of (8) converges absolutely provided
that £ < 1, and thus by an analytic continuation provides a meaning to the left-hand side for
all complex values of A and v. Expression (8) may be simplified by two applications of the
duplication formula for the Gamma function:

1 (EN"'T(—v+1D)/2) 1 [/e\ .
g'\'V(é)ZE(_) —— —(—) sm[E(A—v)]

2 T((A+v+1)/2) = \2
X TQn+1+Ar—v) £\
XZr(1+/\+n)r(1+n)§(2”+1”_”)(E) ' ©)

n=0

Expression (9) has a number of important features. It is very general, in that A and v
are the arbitrary complex parameters, and as we will see can give analytic results for certain
grating sums in special cases, and can be used to derive recurrence relations among sums.
Differentiation of (9) with respect to the parameters can yield expressions for related grating
sums, as we will illustrate in section 3. Its main drawback is its limitation that the frequency
parameter £ be less than unity, but we will show in section 4 how this can be overcome by
Kummer’s method of adding and subtracting a sum whose result is known analytically.
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Figure 1. Comparison of the partial sums over N terms (N € [1, 200]) for the left-hand sides of
(15) for I = 1 (left) and / = 2 (right) and the right-hand sides (solid horizontal line), at § = 0.67.

As our first special case of (9), we take the limitas A — v. Then the sine factor multiplying
the series ensures all terms apart from n = 0 do not contribute to the limit. For that term, we
use the expansion of ¢ near its singularity when its argument is unity:

1
§(1+A_U):X +y+--, for A — v. (10)

The result is

G — (BTt gy 11)

An important particular case of (11) is for v = 0:

> 1
Goo(§) =Y Jo@mkh) = ~— (12)

1
— 2nE 2

An even simpler case arises for A = v + 2[, where [ is a positive integer. Then the sine
term ensures all terms in the series in (9) make zero contribution, so that

1 [\ TU+1/2)
()= — [ 2 — = 13

Guwan(§) = (2) Tw+[+1/2) (13)
We next put v = 0, to obtain

1 1 (e (m\ & T@u+l+)) £\
g”(g)_E_E(E) Sm(?);r(1+,\+n)r(1+n)§(2”+1+)‘) (5) - (19

For A = 0, this agrees with (12). For A = 2/, with [ as a positive integer, the series does not
contribute, so that we find

1

E (15)

Guo(§) =Y JyQuéh) =
h=1
We present numerical confirmation of (15) in figure 1. For direct summation up to £ = 200,
the mean of the results for / = 1 and / = 2 are respectively 0.237 888 and 0.237 702, in good
accord with the analytic value 0.237 545. Note that Prudnikov et al [3] give the following
result:

m

i] () = | 1+2Z ! 2 arcsin 2% (16)
X)) = — — — ———— COS narcsm — |,
P o x 2 P Vx2 — 41272 X
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where 2mnm < x < 2(m + 1)7. In (15) we have assumed & < 1, so that (16) and (15) are in

accord, except that there is evidently a Kronecker delta §, ¢ omitted from the factor of (1/2) in

(16). We comment further on the term represented by the the sum over 4 in (16) in section 4.
The form of (14) forA =21+ 1,1 > 0, is

(= (s)”“ X TQn+2+2)

Gar1,0(8) = 2k - — T +n+2)I(1+n)

2

E 2n
{(2n+2[+2)(z) V)]

The grating sums G obey four recurrence relations, similar to those for double sums [7]:

1 &
Gt 1 6) = 77 /0 TG, () dn (1)

valid for Re(A) > —1/2 and Re(A +v) > —1, and

AN TP —v—1) [5G
G—1,41(8) = ;(5) sin [()\—V)E]WC(A—V— 1) — &+t A :}kl dn,
(19)

valid for Re(v — A + 1) > 0. These act by integration, and increase the second subscript. The
two differential relations are

Gro1v-1() = §HEGLL (O], (20)

and

Grtv-1(E) = —EETG ()], (1)

both of which decrease the second subscript. Appropriate pairwise combinations of these act
on either the first or the second subscript alone:

200+ 1) [*
G (6) = % TGy () dn — Go o 6), 22)
0
RN ANN FLA—v+1)
Giv(€) = - <5> sin [E()L - V)] WC(K —v+1)
§
—2(1+ DE* / % dn = Gz (6), (23)
0

which are the inverse operations on the first subscript. The lowering and raising relations for
the second subscript are

A2 1
Grv—2(8) = gg,\,u(é) - ggﬁ,v(é) -G ,® (24)
and
L\ . qm FG—v—1)
Giv2(8) = - (§> sin [E(A — v)] W;()\ —v—1
A ¢ dn ! A+l
_‘i: /0 W[) drt gx,u(f). (25)

We can verify that expression (9) satisfies each of the recurrence relations (18)—(21). The
algebra is elementary, with the exception of (19), where an additional term needs to be added
to the hypergeometric series to fill in for the lowest order term (all other terms having been
increased in order by integration). We can thus use either the recurrence relations or the
hypergeometric expression (9) in order to extend the calculation of the G, , (§) from the region
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of derivation over the whole range of the two complex variables A and v. Note the structure
of (9); the first term will have simple poles at A — v+ 1 = —2m, where m is a positive integer.
In the series over n in the second term, poles of I'(2n + 1 + 1 — v) for the argument a negative
integer are counterbalanced by zeros of sin[z (A — v)/2] or {(2n + 1 + L — v). A pole will
occur only for n = m, where AL — v + 1 = —2m, and this pole exactly cancels out the pole in
the first term.

As an example of the use of the recurrence relations, we have from (11) that

_ L&
Gia(§) = 7 1 (26)
and this gives in (19)
R
Goa(§) = T g ﬁ (27)

We can get the same result from (12) and (25).
Another result we will need below comes from (9), combining the first term on the
right-hand side with the n = 0 term in the sum, as described above:

1< T'2n) £\"
Go.1(8) = ——log<ns) Zm;(zm (5) : (28)

3. Series combining Bessel functions and logarithms

From definition (1) we can construct related series by differentiation with respect to parameters.
For example, by differentiation with respect to v, we obtain a general formula for sums
combining a logarithm with a Bessel function and a power of the distance:

J.2mhE)

ad
L&) = —5-Gr(6) = Zlog(z D= (29)

Using expansion (9), we find

LT —v+D)Y) E\ 1 (A—v+l\ 1 (a+v+l
L@ = = T GorveD2) [log<2> 21#( 2 ) 21/’( 2 )}

_1<§)*Cos[n(x—v)}ir(2n+1+,\—v);(2n+1+x—u) <§>2”
2 \2 2 Tl +x+ml(1+n) 2

n=0
1(5)% |:n(k—v)i|i FQn+1+i—v) (s)z”
Tx\2) T & Taeaemien \2
x[WCn+1+A—0)Cn+1+A—v)+'Q2n+1+1—v)]. 30)

This expression could be used, for example, with the Neumann series for the Bessel function
Y, (2w h&) to generate expressions for sums containing J, (27 h&)Y, (2 h&), which could arise
in nonlinear grating problems in photonics.

Let us evaluate Ly g:

2n
§>+1//(1/2) 1 F(2n+1) i1 (5) .

E — - €19

1
LO,O(E) = T3 . log( 27_[%. F(l + )2

2r&
A numerical demonstration of this result is given in figure 2, where the mean of the sample
obtained by summing over lines of length going up to 200 is —0.469 976, while (30) gives
—0.469 045.
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Figure 2. Partial sums over N terms (N € [1, 200]) for Lo 0(§), at & = 0.73, with the analytical
result (31) being indicated by the solid horizontal line.

4. Series of Neumann functions

These are needed to construct Green’s functions for the Helmholtz equation [5-8]. We start
with a convenient formula for the Neumann functions of integer order [9]

_2(040) nl e S 2\
(@) = E[ oA ]x_n e AT <Z> ' G2)
Defining
& Y, Q2mhe)
GRS Q—(m)v : (33)
we find from (1) and (32) that
_ 278G.(6) !~ Gracie (2)"
Ynn®) = E[ A L_n = m-Dl (E) ' )

We will consider hereafter the case v = 0. From (14), we find

2 agko(é) _ 1 n ad I'Cm+1+n) %_ 2m+n
T [ on L_n = eos(F) 2 T amaml(am’emriem (5)

m=0
2 . /7n ad rem+1+n) & men
T (T)Zr(1+m+n)r(1+m) <5> g, m. ), (33)

m=0

where
gn,m, &)= [log (%) +yCm+1+n)—yYym+1 +n)] @2m+1+n)+¢'2m+1+n).

From (35), expression (34) gives simpler results for n even than for n odd, and we note that
only the former arise in scattering problems involving a plane wave incident normally on a
grating. We start with n = 0, for which only the partial derivative in (34) contributes. The
terms in (35) for m = 0 have to be dealt with using (10); first we have to set m = 0 and then
take the limit n — 0. The result is

e 1 £ 1 S T2m+1) £
yo,o(g)—;Yo(ZNhg)——; [10g<§)+1/]—;2m5(2m+1) <5) .

m=1
(36)
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Figure 3. Partial sums over H terms (H € [1,200]) for V. 0(§), at £ = 0.237 (left), with the
analytic result (36) being given by the horizontal line, and at £ = 2555.33 (right), with the analytic
result (43) for N = 3200 being given by the horizontal line.

As a numerical example, we show in figure 3 (left) the partial sums over H terms for )y ¢(§),
with H up to 200. The analytic result (36) gives with & = 0.237 the value 0.484 02; the mean
of the values from partial sums is 0.484 23.

Note that the series in (36) has a radius of convergence of unity, which restricts its utility.
To extend the radius of convergence we write (36) in a different form. First we observe that by
replacing £ by a complex argument z € C the series in (36) is absolutely convergent inside the
domain D; = {z: 0 < |z| < 1}. Then, we substitute the ¢ function from (36) by its definition
series, change the order of summation, and apply the Binomial theorem

1 r2m+1 2m

L _yremtDh ()" 37)

JI=—G/m? =T+ DP \2n
which is valid for |z| < n. Thus, for the case |z| < 1, we may rewrite (36) in the form

~ 1 z 1 & 1 1

=——[oe(3)+v]- D | == | 38

Fho@ =~ [10g (5) +¥ | = (38)
The complex function yo,o(z) is defined everywhere in the complex plane except the points
z=0,%1,...,£n,..., located on the real axis, and represents the analytic continuation of
(36)in C.

Forreal z (z = &,0 < & < 1), equation (38) is identical with (31) in [10] if we consider
Sg(k, d)/2, withk =2n& <27, K =2n,d =1, a, = 27n and |x,|* = a,zl — k2. In[10]
we showed that for an arbitrarily large value of £ we may use the formula

> Yo@mhs)

h=1

()] [t

n=1

—i[log(g)—iﬂ(N+l):|—li ! (39)
T 2 aeroth [RVA /et S ,

where ) < N < & < N + 1, with N integer. We now extend the radius of convergence of (36)
to & = N + 1, by considering the analytic continuation (38) in the form

~ 1 z al 1 1 & 1 1
y0,0(2)=—; |:10g<§>—1//(N+1)+;\/ﬁ:|—; Z [T—zz_;}’ (40)

n=N+l

1
550 ®
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Figure 4. The real (solid line) and imaginary (dashed line) parts of 51'0,0(5) obtained from the
analytic result (43), for £ in the range of 1-5.

with z = £ (real). A direct comparison of (40) and (39) shows that
185 (&) = RelVoo(®)], §€(0,N+D\{1,2,...,N}. (41)
Now, for n > N + 1 we may use the Binomial theorem (37) to write the series in (40) in
a form similar to that in (36). Let us denote

R N o AR
=3 p=—Tr (42)

=N+l
using the definition of polygamma function [9]. Then, we may show that

~ 1 3
Voo(&) = — [Iog() (N+1>+ZJ—§2}

X T@2n+1) £\

——Z S¢ (n+1)(—) , (43)
[T(n+1)] 2

the radius of convergence of (43) being £ = N + 1, dictated by the first term in (42).

The terms in the series in (39) converge as 1/ n? while the series in (43) converges as
e2n1oe(N/8) /n3/2 (this expression has been derived by using Stirling’s formula for the Gamma
functions in (43), and approximating ¢5° by an integral). Accordingly, expression (43) works
very well, as we show in an example in figure 3 (right) for & = 2555.33, where once again
the partial sums and the analytic result agree well (the mean of the partial sum values shown
is 0.004 2609, while (43) gives 0.0042614). The value of N used in figure 3 (right) was
3200, and should be chosen to significantly exceed & to guarantee good convergence of the
sum over n in (43) (although of course the converged result is independent of the choice of
N as long as N > &). Also, we need only 100 terms for the series in (43) while, using the
corresponding accelerated series given in [10] for (39), we have to sum 200 000 terms to obtain
good convergence of the numerical result, accurate to eight significant figures. For & = 55.33
we obtained an accuracy of ten significant figures using N = 150 and 20 terms for the series
in (43), while the same result was obtained from (39) summing 50 000 terms.

Note that result (43) has a nonzero imaginary part for £ > 1. This is shown in figure 4,
where the real and imaginary parts of ’370,0(5) are shown for £ ranging from one to five.
From (43), and choosing the sign of the imaginary square root in accordance with the data of

figure 4, we see that

L£)

m[Joo(6)] = Z m

(44)
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Comparing (44) and (16), we obtain

[Yo.o(®)1, £€(0,N+D\{L,2,...,N}.

1 = 11
251 =D o@mhe) = 70 — 5 +1Im
h=1

(45)

Expressions (44) and (45) arise in connection with density of states functions and are discussed
further in the appendix.

One aspect of (44) which deserves comment is that (33) defines a real-valued function,
while (43) is a complex function if £ > 1. The imaginary part for 370,0(5 ) has been acquired
in the process of the analytic continuation of a definition valid only for £ < 1 into the region
&> 1.

It is interesting to compare the one-dimensional sum (45) with the corresponding results
in two dimensions [11] and three dimensions [12]:

> do(ans 1 13) = -1, (46)
h],/’lg

> do(@re B + 13+ 13) = —1//4x, (47)
hi,ha,h3

where the prime means that the origin is excluded from the sum. The right-hand sides in two
and three dimensions are not £ dependent, since no square root factors occur in the lattice
sums to cross-couple J and Y series.

Let us now evaluate

9G;.0(8) 2
Y1o) = n|: 9 }AZI—%QOJ@)- (48)

Using (35) and (28), we obtain

r2m+2) (g)z'"“

2 o0
V10®) = =g 1088 = 55 D ki L+ m)

5
X {[log (%) + ¥ (2m+3) — Y (m +2)] 2m+2)+¢'2m+ 2)} . (49)

If we consider the case n = 2 in (34), we find using (26) and (27) that

1S T@2m+3) £\ 4
V2o(§) = Zr(m+3>r<m+1)“2m+3)(§) g2 9026 = Sgl,l@), (50)
or
l < T@2m+1) £\
V20(&) = 652 g ;;F(m”)r( );<2m+1><5) . (5D

The same expression can be derived from the recurrence relation

(21 +2)
SM'Z

FrA+2)t(A+v+2)
nk+v+32v%—k+2

&
Visaw(€) = Y dn — Vi (€) — : (52)

applied to (36).
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One advantage of the use of recurrence relations is that we can substitute into them the
extended-convergence expression in place of the expression with unit radius of convergence.
Thus, using (43) in (52), we find the analytic continuation of (51):

~ 1 N(N +1 1 1 2%
Fro(6) = - w+Dh, L Z ( 1)

6mEr  mE? N/E
1 T'Cm+1) £
;Zr(m+2)r( yoN (2m+1)<5> ' o)

m=1

The series in (53) converges as
1 1

NN exp(—2(m + 1) log (N/§) — 3/(@2m)) o =75 exp(=2m log (N /£)). (54)

As a numerical example, with & = 0.237, direct summation up to 200 terms gives a mean of

—0.780 113, while (53) gives the value —0.779 698, independent of N. Note also for the term
in (53) which can become imaginary,

202 e 1 (1
Z — < - 1> = ; N cos [2 arcsin (5)} , (55)

leading to a result in keeping with (16)

1
Gr0(8) = Z J(2n&h) = e +Im[Y,0(6)]. (56)

h=1

The result forn =4 is

V@)= oLy Lo TemeD) <§)2m 57)
YOS T T SgEd T 3pE2  4n w = T (m +3) (m — ystem 2)
To derive this from (34), we need the following sums:
1 £ & £ & ¢
G3.1(8) = s G22(8) = BT G13(8) = T 5
O JE S S
0406) = 7128 T 187 96 ' 1440
The pattern of these results gives us the form of )5, o(£):
_ '2n)z(2n) 1
yZn,O(S)—_W E
(=1 & r2m+1) £\2"
T2 m:nF(m+1+n)F(m+1—n)§(2m+1) (E) ' (59)

Here the terms in inverse powers of & are of even order, and may be derived most easily using
(52). Thus,

Yooy BRETY e rent )
S T e nm 27 T(n+1/2)0(n+1)
y i Tm+n+1/2T(m+n+1)

T(m+1+2n)C(m+1)

cQ2m +2n + 1)E™, (60)

m=



8364 R C McPhedran et al

where By, are the Bernoulli numbers. We can extend the radius of convergence of (60) using
analytic continuation in the same way as (43) was derived. We thus deduce
|an|2(2n—1) . 1 . (_1)n+1 N 5211

2 2nm T =P —Ep+pt—

L& D™E2 TQn+1) X Tm+n+1/2)0(m+n+1)
27 T(n+1/2)F(n+1) T(m+1+2n)C(m+1)

Vono) = —

m=0

X 0 (2m +2n + 1)EM™, (61)

exploiting the result [9]

rQ2n+1) il"(m+n+l/2)l"(m+n+l) -
F(n+1/9Tm+1) = T(m+1+20)@m+1) d
2n
=Fm+1/2,n+1;2n+1;£>) = 2 , (62)

VI—e+y1-

for n a positive integer. Equation (61) is the general extended-convergence expansion
(0 < & < N +1) for Vs, (%), obtained by analytic continuation of (60). Note that the
series in (61) converges as
1
exp(—=2(m+n)log(N/&) —n(2n+1)/2m)) X —— T exp(—2mlog (N/§)),
(63)

1
2/ /m(m+n)

form > n.
We can re-express the terms in the finite sum on the right-hand side of (61) as follows:

2n

2n 1 2
d P_ P ] . (64)

N RN N S A
Now, as far as the imaginary part of 372,1,0 (&) is concerned, in the expansion of (64), the relevant

terms come from those which are of even order in &, and thus of even order in the square root
factor in the numerator. We thus recognize the relevant terms as

22” - ( >2n_2l (p_i - 1>l = DT cos |:2n arcsin <£>], (65)
p _52 =0 § p?— &2 3

where 2"Cy; denotes a binomial coefficient. Hence, we obtain

L£]
m[Ys0(6)] = Z m cos |:2n arcsin (§>i| (66)

This enables us to generalize (16) and (56) to arbitrary order 2n, n > 0, that is (see also [10])

nd 1 1 ~
Gono(&) = ; Jou QEh) = L +Im[Y, 0 (€)]. (67)
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5. Conclusions

The expressions we have given for a general class of Bessel functions have been shown to
be numerically efficient and flexible. They could be extended to take into account position-
dependent phase factors of the type associated with off-axis beams incident upon gratings, but
the formulae here cover the most important case of normal incidence. The fact that the formulae
work remarkably well for large values of the parameter &, all the involved series showing an
exponential convergence, means that multipole Green’s function expressions should be able
to be used for periodic problems incorporating supercells with hundreds or even thousands of
elements, as we hope to demonstrate in future work.
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Appendix

There is an interesting connection between the grating sums evaluated in (12) and (44) and
density of state functions. The latter are important in solid-state physics, being connected for
example with the evaluation of specific heat of crystalline solids or the radiation properties of
sources in photonic crystals. The connection we will exhibit is for the two-dimensional density
of states associated with free space, subject to the condition of one-dimensional periodicity
associated with a grating. In situations where the grating has cylinders at each integer point, the
density of states becomes dependent on a position vector r, as well as on the angular frequency
w, and is written as p(w, r). Here, the cylinders have infinitesimal radius or refractive index
of unity, and so the density of states function becomes independent of r, but we will retain the
customary notation for p.
The density of states is given by [13]

2(1) + /
plw,r) = ——Im[G (0, r=1)], (A.D
e
where G* is the appropriate Green’s function, given in its spatial representation, and putting

r—r =(x,y),by

G =—3 Y 0 [LVa—mrer). (A2)

n=—0o0

The sum over Hankel functions is expanded using Graf’s addition theorem [9] for x? +y? < 1,
and becomes

G*w, x, y) = [(1 + So(@))Jo (%sz + y2> +iY, (“’\/x2 + y2)

i ®
4 c
+23" Sy0(@) o (%/XZ +y2) } (A3)
=1

Here the S;(w) denote sums of Hankel functions over the grating, of which only the zeroth
order sum is needed here:

So(@) = S (@) +iSY () = 2 [i Jo (?) +i§: Yo (%)} . (A.4)
n=1

n=1
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By substituting (41) and (45), with the corresponding arguments, into (A.4), we may write
(A4)as

2¢ = w
So(@) = —1+ == +2iYy,0 (—) , (A.5)
w 2rc

where the superposed bar denotes complex conjugation. Then, using (A.3) in (A.1), we find

pl,r) = —2 {1+Re[so(a))]}=i{u%lm[%,o(i)]}. (A.6)

27 c? e 27c
Comparing (A.6) with (45), we see that the right-hand side of (45) has a physical significance,
while the terms coming from (12) and (44) do not have a physical significance when they are
separate. Combining (A.6) with (44), we obtain the density of states function:
lw/27c] 1

1
plo, 1) = — | 142 . (A7)
e = \/1 — (4m2c2n?/w?)
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